
Ma!er antima!er asymmetry
The universe we live in is made of matter (fortunately for us)

Where has the antimatter gone?



At the scale of the solar system: no concentration of antimatter otherwise its interaction 
with the solar wind would produce important source of γ’s visible radiation

At the galactic scale: There is antimatter in the form of antiprotons in cosmic rays with ratio                            
which can be explained with processes such as     

p + p → 3p + p

np/np ∼ 10
−4

p + p → π
0
... → γγ

At the scale of galaxy clusters: we have not detected radiation coming from annihilation 
of matter and antimatter due to                                              .                               

Ma!er Anti-ma!er asymmetry: Observational evidence

The asymmetry between matter and antimatter is characterized 
in terms of the baryon to photon ratio η ≡

nB − nB

nγ

The number of photons is not constant over the universe evolution. At early times, it is better to compare the baryon density to 
the entropy density since the nB/s ratio takes a constant value as long as B is conserved and no entropy production takes place. 

Today, the conversion factor is 

nB − n
B

s
=

η

7.04



How much baryons would there be in a symmetric universe?

nucleon and anti-nucleon densities are maintained by annihilation processes

n + n ←→ π + π ←→ γ + γ + ...

TF ∼ 20 MeV

which become ineffective when 

leading to a freeze-out temperature

nN

s

≈ 7 × 10
−20

Γ ∼ (mNT )3/2e−mN /T /m2
π ∼ H ∼ √g∗T

2/mPlΓ! H

Γ ∼ H

Γ! H

109 times smaller than observed, 
and there are no antibaryons

-> need to invoke an initial asymmetry



Ma!er Anti-ma!er asymmetry:

characterized in terms of 
the baryon to photon ratio η ≡

nB − nB

nγ
~ 6. 10-10 
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How do we measure η ?

1) Big Bang Nucleosynthesis predictions depend on the ratio nB /nγ  

probe acoustic oscillations of the baryon/photon fluid

2) Measurements of CMB anisotropies

Counting baryons is difficult because only some fraction of them formed stars and 
luminous objecs. However, there are two indirect probes:

Many more photons than baryons delays BBN
 by enhancing the reaction D γ →pn

The amount of anisotropies depend on nB /nγ 



The abundance of light elements (deuterium, helium, lithium) strongly depends 
on the amount of  protons and neutrons in the primordial universe.

at t<1 s



Primordial nucleosynthesis



Primordial abundances versus η Dependence of the CMB Doppler peaks on η 

η = 10
−10

×{ 6.28 ± 0.35

5.92 ± 0.56
η = 10−10

× (6.14 ± 0.25)

Ωbh
2

= 0.0223
+0.0007
−0.0009

(CMB temperature fluctuations)

baryons: only a few percents of the total energy density of the universe



Sakharov’s conditions for baryogenesis (1967)

1) Baryon number violation 

2) C (charge conjugation) and CP (charge conjugation ×Parity) violation

3) Loss of thermal equilibrium

Γ(∆B > 0) > Γ(∆B < 0)

(we need a process which can turn antimatter into matter)

(we need to prefer matter over antimatter)

(we need an irreversible process since in thermal equilibrium, 
the particle density depends only on the mass of the particle  
and on temperature --particles & antiparticles have the same 

mass , so no asymmetry can develop)



In thermal equilibrium, any reaction which destroys baryon number  will be exactly 
counterbalanced by the inverse reaction which creates it. Thus no asymmetry may 
develop, even if CP is violated. And any preexisting asymmetry will be erased by 

interactions

Need to go out of equilibrium

-> Long-lived particles decays out of equilibrium

-> first-order phase transitions

Need for



Why can’t we achieve baryogenesis in the Standard Model?

B is violated

C and CP are  violated

Electroweak phase transition is a smooth cross over

Also, CP violation is too small (suppressed by the small quark masses, 
remember there is no CP violation if quark masses vanish)

but which out-of-equilibrium condition?

no heavy particle which could decay out-of-equilibrium

no strong first-order phase transition



 B violation

 If B was conserved : ➾To explain η we would have to impose arbitrary 
and extremely fine-tuned  initial value for B, while a  plausible guess is 

rather : Bi =Li=0 (as the total electric charge appears to be)

 ➾ Some mechanism must exist to separate 
baryons and antibaryons on scales larger than galaxy 

clusters (otherwise we would have detected gamma rays 
resulting from annihilation of matter and antimatter )

p + p → π
0
... → γγ

Any baryon asymmetry existing before inflation is diluted away and we 
have to produce the baryon asymmetry between the time of reheating 

and the time of the electroweak phase transition



B and L are accidental global symmetries of the Standard Model

B =
Nc

3

∫
d3x

Nf∑
i=1

(uiγ
0ui + diγ

0di)

Li =
Nc

3

∫
d3x(liγ

0li + νiγ
0(1 − γ5)νi) i = e, µ, τ

L = Le + Lµ + Lτ

Non-perturbative (instanton) effects can lead to processes violating 
(B+L) while (B-L) is conserved. These effects result from:

1) chiral anomaly

2) non trivial topology of the vacuum of the electroweak theory

 Baryon number violation in the Standard Model



 The B+L anomaly

 The charge B+L is not conserved by quantum fluctuations of gauge fields while the 
orthogonal  combination B-L remains a good symmetry of electroweak interactions.

 The variation of the baryonic charge is given by

∂µjµ
B = ∂µjµ

L = −Nf

(

g2

32π2
F a

µνF̃ aµν
−

g′2

32π2
fµν f̃µν

)

This integral is  non-zero for certain gauge field configurations (instantons)

∆B =

∫
dtdx∂µjµ

 The topological charge of the instanton is defined by 
the Chern Simons number

NCS =

∫
d
3
x K

0

where Kµ =
g2

32π2
εµναβ(F a

ναAa
β −

g

3
εabcA

a
νAb

αAc
β)∂µKµ

=
g2

32π2
F a

µνF̃ a,µν



Energy of gauge field configuration as a function of Chern Simons number

NCS(t1) − NCS(t0) =

∫ t1

t0

dt

∫
d
3
x ∂µK

µ = ν

 Baryon number violation in the Standard Model

 baryons are created by transitions between topologically  
distinct vacua of the SU(2)L gauge field 

∆B = Nf∆NCS



 The sphaleron solution
 Klinkhamer & Manton, PRD30, 2212, 1984

Start with the ansatz:

where andξ = gv0r

O(10 TeV)

Static, unstable solution of the classical field equations of the Weinberg-Salam theory
with B=1/2

The eq. of motion 
then read:

with boundary 
conditions:

f −→ αξ2

ξ → 0 ξ → ∞

f −→ 1 − γe−ξ/2

h −→ βξ
ξ → 0

h −→ 1 −

δ

ξ
e
−

√

2λ

g2
ξ

ξ → ∞



Qb =

∫
d3xj0

BThe baryonic charge of the sphaleron is:

QB(sphaleron) =
g2

32π2

∫ 0

−∞

dt

∫
d3x

1

2
εµνρσF a

µνF a
ρσ =

1

2

d

dt
QB =

∫

d3x ∂tj
0

B =

∫

d3x

(

−→
∇ ·

−→
j B +

g2

64π2

1

2
εµνρσF a

µνF a
ρσ

)

 so



Tunneling amplitude: A ∼ e
−8π2/g2

∼ 10
−173

⇒ Baryon number violation is totally suppressed 

in the SM  at zero temperature



Rate of Baryon number violation in the Standard Model

In the broken phase   Γ ~ v4  e- c <φ/T>

out of equilibrium condition:  <φ>/T > 1 

 out-of-equilibrium condition: αW T  < T2 /MPl    →   T> 1O12   GeV 4

In the symmetric phase  Γ ~  α4   T4 
W

at finite temperature:

(more precisely                                                                   )



M(i → j) = M(j → i)  (CPT invariance)

M(i → j) = M(i → j) = M(j → i)  (CP invariance)

CP invariance (and hence, by CPT, T invariance) demands:

∑

j

|M(i → j)|2 =
∑

j

|M(j → i)|2  (unitarity)

The requirement of unitarity yields:

The sum over j includes states and antistates:

 (CPT+unitarity)
∑

j

|M(i → j)|2 =
∑

j

|M(j → i)|2 =
∑

j

|M(j → i)|2

Let M(i->j) be the amplitude for a transition from a state i to a state j, and let     be the 
state obtained by applying a CP transformation to i. Then the CPT theorem implies: 

i

In thermal equilibrium, interactions produce i and    in equal numbers. Thus no 
asymmetry may develop, even if CP is violated. And any preexisting asymmetry will 

be destroyed by interactions

i

CP violation



CPT + unitarity also leads to:
∑

j

|M(i → j)|2 =
∑

j

|M(i → j)|2

implying that the TOTAL decay rate of a particle and its antiparticle must be equal

⇒ No asymmetry can be created in a system with only two states

Note that for a system with 2 states:

|M(1 → 1)|2 + |M(1 → 2)|2 = |M(1 → 1)|2 + |M(2 → 1)|2

thus we always have CP invariance in this case

CP violation

b

However, if the decay of a particle (say X decays into b) violates CP, the decay of 
the system X +      can result in an asymmetry between b andX

continued



CP violation

Let T be the transition matrix for the process i->j. 

Unitarity constrains possible violations of CP invariance. 
One finds that deviations must obey:

|Tij |
2 − |Tji|

2 = −2 Im





(

∑

n

TT
†

)

ij

T
∗
ji



 + |(
∑

n

TT
†)ij |

2

CP-violating effects must arise from 
loop diagram corrections to the process i->j

If the rates of transition i->j are governed by some small parameter, 
say α, so that                                  then any CP-violating   difference       

                                                  must be at least of order αk+1
|M(i → j)|2 = O(αk)

|M(i → j)|2 − |M(j → i)|2

In addition, intermediate states in the loop, not only must have CP-violating 
complex couplings, but also must propagate on-shell .

continued



 Illustration on a simple example

Assume X (and     ) with two decay channelsX

XThe baryon asymmetry produced by the decay of one pair (X-    )  is given by
εX = [rB1 + (1 − r)B2] − [rB1 + (1 − r)B2]

= (r − r)(B1 − B2)
⇒ no baryon asymmetry if B1=B2
⇒ no baryon asymmetry if r = r (CP invariance)

Γ~λ2 MX

 (involving a coupling
 of order λ)

Out of equilibrium condition: H>Γ~λ2 MX  ⇒ MX >λ2 MPl 

nB

s
∼

ε nX

g∗nγ
∼

ε

g∗
∼ 10

−2
ε

Assuming that initially nX = nX ∼ nγ
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Y
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X
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q2

X
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l
q3

 Introduce additional particle Y

r − r = Im(λ12λ
∗

3lλ
∗

13λ2l)
ImIXY

ΓX

≈

λ2

4π

m2
X

m2
Y

sin δCP

r
′
− r′ = Im(λ∗

12λ3lλ13λ
∗

2l)
ImIY X

ΓY

≈ −

λ2

4π

m2
Y

m2
X

sin δCP

ε≠0 requires:  Im IXY≠0  and mX≠mY  

IXY : contains 
phase space 

integral



This is the original GUT baryogenesis

 GUT necessarily breaks B

A GUT scale particle X decays out-of-equilibrium with 
direct CP violation

But minimal GUT models preserve B-L=0  ⇒ “Anomaly washout” by 

sphalerons

Main reason why it is disfavored: requires too large a reheat 
temperature



Leptogenesis

1) Generate L from the direct CP violation in RH neutrino decay

2) L gets converted to B by the electroweak anomaly 

Fukugita, Yanagida

nicely connected to the explanation of neutrino masses

 Majorana neutrino masses violate L and presumably CP 

Out of equilibrium condition: H>Γ~ λ2 M1/(8π)

at T~  M1  , this leads to   λ v2 /M1      <  (8π)  v2 /MPl   ~ meV

mν see-saw formula for



 The basic physics

One can redefine fields in such a way that the ineliminable CP-violating phase is in λ2,3

ε1 ≡

Γ(N1 → LH) − Γ(N1 → LH)

Γ(N1 → LH) + Γ(N1 → LH)
∼

1

4π

M1

M2,3

Imλ
2

2,3

and nB

nγ
≈

ε1η

gSM

efficiency
depends on how much decays are 

out-of-equilibrium and on
 washout of L by scatterings



LH ↔ LH LL ↔ HHWash-out    and    ΔL=2 scatterings   

relevant only if  M1 > 1014 GeV



broken phase 

<Φ>≠0
Baryon number

 is frozen

2)  CP violation at phase 
interface

 responsible for mechanism  
of charge separation 3)  In symmetric phase,<Φ>=0,

very active sphalerons convert 
chiral asymmetry into baryon 

asymmetryChirality Flux 
in front of the wall

Baryon asymmetry and " EW scale

Electroweak baryogenesis mechanism relies on 
a first-order phase transition

1)  nucleation  and expansion 
of bubbles of broken phase

What is the nature of the electroweak phase transition?



EW baryo#nes% % natural ...

dnB

dt
∼ nB

Γsph

T 3

nB =

∫ +∞

−∞

dnB

dt

dz

vz } nB ∝

Γsph

T 3vz

∫ 0

−∞

nL dz

Γsph ∼ 25 α
5
wT

4
∼ α

4
wT

4

If CP violating effects are large at 
weak energies, we obtain the right 

amount of baryon asymmetry

nB

s
∼

α
4
w

g∗
εCP ∼ 10

−10

εCP 10
−2>

∼



Rate of B violation in " EW broken phase 

Γ= 2.8 × 105(
αW

4π
)4κC

−7

Arnold-McLerran’87
Khlebnikov-Shaposhnikov’88

Carson-McLerran’90
Carson-Li-McLerran-Wang’90

Out-of-equilibrium condition:

➾ 
〈φ〉

T

∣

∣

∣

∣

Tc

> 1

=`sphaleron bound ’

T
4

(

Esph

T

)7

e
−Esph/T

Γ

T 3
< H ∼

√
ρ

mPl



Work 't " nature of " electroweak phase transition

50 100 150 200 250 300
Φ !GeV"

"0.005
"0.0025

0.0025
0.005
0.0075
0.01

V!Φ"#v4
first-order           or              second-order?

50 100 150 200 250 300
Φ !GeV"

"0.02

"0.01

0.01

0.02

V!Φ"#v4 ⤵ 
T →

indispensable for reliable computations of the baryon asymmetry

LHC will provide insight as it will shed light on the Higgs sector

Question intensively studied within the Minimal Supersymmetric Standard 
Model (MSSM). However, not so beyond the MSSM (gauge-higgs unification in 

extra dimensions, composite Higgs, Little Higgs, Higgsless...) 



Beyond the beaten paths



Dirac Leptogenesis

Like in traditional leptogenesis, assume the CP-
violating decay of a heavy particle into leptons

Lindner et al ‘99; 
Murayama & Pierce ‘02

Disadvantage: no obvious relationship between the mechanism responsible for the generation 
of the lepton asymmetry and the smallness of neutrino masses

No need to violate Lepton number for leptogenesis !
and leptogenesis can be achieved with Dirac neutrinos

-> results in a non-zero lepton number for LH particles and 
an equal and opposite lepton number for RH particles :

For most SM species, Yukawa interactions 
between the LH and RH particles are 

sufficiently strong to cancel these two stores 
of lepton number rapidly

nR − n
R

= n
L
− nL

Only Lepton number 
in LH sector is processed 

into baryon number by sphalerons

However, the interactions of  νR are exceedingly weak and equilibrium between LH 
lepton number and RH lepton number will not be reached until  T << weak scale



LR

LL

LR L B

Processes contributing to 
the equilibration of νR

Γ ∼ λ2g2T

Γ ≤ H ~ T2/MPl

λ ≤  √(Tc /MPl ) ~ 10-8

Condition for non-
equilibration

Tc : T at electroweak  phase 
transition

m ~ λ Tc   ≤ 1 keV



Introduce  2 very heavy SU(2) doublet scalars 
(with same quantum numbers as Higgs but with no vev)

 Toy model



Baryogenesis without B nor L nor CPT

Possible if dark matter carries baryon number !
Farrar-Zaharijas hep-ph/0406281
Agashe-Servant hep-ph/0411254

In a universe where baryon  number is a good symmetry
Dark matter would store the overall negative baryonic 

charge which is missing in the visible quark  sector!

X
DM

b
out-of equilibrium and CP violating decay of X 
sequesters the anti baryon number in the dark sector, 
thus leaving a baryon excess in the visible sector

Ωb ≈

1

6
Ωm

A unified explanation for DM and baryogenesis !
can also explain the coincidence 

naturally arises in warped GUTs where 
DM is a heavy RH neutrino carrying baryon number



Quniverse  =  0  =    Q   +   (-Q)}}

carried by 
baryons

carried by 
antimatter

X
DM

b

If efficient annihilation between         and      , and     and      DM bDM b

Assume an asymmetry between b and      is created via 
the out-of-equilibrium and CP-violating decay :

b

Charge conservation leads to

QDM(n
DM

− nDM) = Qb(nb − n
b
)

 Kitano & Low, hep-ph/0411133 

ρDM = mDMn
DM

≈ 6ρb → mDM ≈ 6
QDM

Qb

GeV

Farrar-Zaharijas hep-ph/0406281
Agashe-Servant hep-ph/0411254

Davoudiasl et al 1008.2399
(DM carries B number)

(X and DM carry Z2 charge)
West, hep-ph/0610370

}

:

Generalization:  DM & baryon 
sectors share a quantum 

number (not necessarily B)



 

Back to electroweak 
baryogenesis



What to expect for " EW

phase transition



Effective potential at finite temperature

High-temperature expansion



In the SM, a 1rst-order phase transition can occurr 
due to thermally generated cubic Higgs interactions: 

mh<35 GeV would be needed to get Φ/T>1 and for 
mh >72 GeV, the phase transition is 2nd order

−ETφ3

−ETφ3
⊂ −

T

12π

∑

i

m3

i (φ)

Sum over all bosons which couple to the Higgs

In the SM:
∑

i

!

∑

W,Z
not enough 

V (φ, T ) ≈
1

2
(−µ2

h + cT 2)φ2 +
λ

4
φ4



Strength of the transition in the SM:

〈φ(Tc)〉 =
2 E Tc

λ ➾
〈φ(Tc)〉

Tc

=
2 E v2

0

λ v2
0

=
4 E v2

0

m2
h

v0 ≈ 246 GeV and E =
2

3

2m3
W

+ m3
Z

4πv3
0

∼ 6.3 × 10−3

〈φ(Tc)〉

Tc

>
∼ 1 mh

<
∼ 47 GeV

In the MSSM: new bosonic degrees of freedom with large 
coupling to the Higgs

Main effect due to the stop



−ETφ3
⊂ −

T

12π

∑

i

m3

i (φ)

in MSSM, ‘stop’ contribution: 

m2

t̃R
(h, T ) ≈ m2

U + mt(h)2 + csT
2

we need  m
2

U < 0

i.e. the ‘stop’ should be lighter than the top quark.



Effective field )eory a*roach
 add a non-renormalizable Φ6 term to the  SM Higgs  potential and allow a negative quartic coupling

 “strength” of the transition does not rely on the one-loop 
thermally generated negative self cubic Higgs coupling

Delaunay-Grojean-Wells ’08
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Figure 4: Plot of the ratio ξn = 〈φ(Tn)〉/Tn characterizing the strength of the phase transition
using the thermal mass approximation of [2] (left) and the complete one-loop potential
(right). The contours are for ξn = {1, 2, 3, 4} from top to bottom. f is the decay constant
of the strong sector the Higgs emerges from, and mh is the physical Higgs mass.

detailed in this article. We compare these results with the sensitivities of current gravity
wave detectors, and of proposed gravity wave detectors of the future.

3.2.1 Characterizing the spectrum

Previous studies [24, 25, 26] of the gravity wave spectrum culminate in showing that it can
be fully characterized by the knowledge of only two parameters derived ultimately from the
effective potential6. The first one is the rate of time-variation of the nucleation rate, named
β. Its inverse gives the duration of the phase transition, therefore defining the characteristic
frequency of the spectrum. The second important parameter, α, measures the ratio of the
latent heat to the energy density of the dominant kind, which is radiation at the epoch
considered: α ≡ ε/ρrad. They are both numerically computed from the effective action S3/T
at the nucleation temperature as follows. The time-dependence of the rate of nucleation is
mainly concentrated in the effective action and β is defined by β ≡ −dSE/dt

∣∣
tn

. Using the

6This conclusion is valid under the assumption of detonation. However, in practice the bubble expand in
a thermal bath and not in the vacuum and friction effects taking place in the plasma slow down the bubble
velocity. Therefore, it might be important to consider the deflagration regime as in Ref. [27]. When the
phase transition is weakly first order, we obtained under the approximations of [28] a wall velocity lower
than the speed of sound. However, in the interesting region where the phase transition gets stronger, we
approach the detonation regime and the approximations of [28] have to be refined to accurately compute the
wall velocity.

17

Λ 
(G

eV
)

Grojean-Servant-Wells ’04

region where EW phase 
transition is 1st order

V (Φ) = µ2
h|Φ|2 − λ|Φ|4 +

|Φ|6

Λ2

strong enough 
for EW baryogenesis 

if Λ      1.3 TeV!



+% scena,o pre-cts lar# deviations to " Higgs self-c'plings

L =
m2

H

2
H2 +

µ

3!
H3 +

η

4!
H4 + ... where µ = 3

m
2
H

v0

η = 3
m

2
H

v2
0

+ 36
v
2
0

Λ2

+ 6
v
3
0

Λ2

deviations between a factor 0.7 and 2

The dotted lines 
delimit the region for 
a strong 1rst order 

phase transition



Expe,mental tests of " Higgs self-c'pling

at a Hadron Collider

at an e+ e-  Linear Collider

... or at the gravitational wave detector LISA
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<Φ>=0

<Φ>≠0

Bubble 
nucleation

Bubble 
percolation

Fluid flows

Magnetic 
fields

Stochastic background of 
gravitational radiation

turbulence

● test of the dynamics of the phase transition

● reconstruction of the Higgs potential/study of new models of EW 
symmetry breaking (little higgs, gauge-higgs,composite higgs,higgsless...)

●  relevant to models of EW baryogenesis

violent process if vb ~O(1)

 Gravitational Wave /ectrum
 of a 0rongly fir0 order electroweak phase transition



Gravitational Waves interact very weakly and are not absorbed

direct probe of physical process of the very early universe

Gravitational Waves: A way to probe astrophysics
... and high energy particle physics.

Small perturbations in FRW metric:

ds2 = a2(η)(dη2 − (δij + 2hij)dxidxj) Gµν = 8πG Tµν

ḧij(k, η) +
2
η
ḣij(k, η) + k2hij(k, η) = 8πGa2(η)Πij(k, η)

anisotropic stress
Source of GW:

possible cosmological sources: 
inflation, vibrations of topological defects, excitations of xdim modes, 1st order phase transitions...

f = f∗
a∗

a0

= f∗

(

gs0

gs∗

)1/3
T0

T∗

≈ 6 × 10
−3

mHz

( g∗
100

)1/6 T∗

100 GeV

f∗
H∗

frequency 
observed today:



from Maggiore

ΩG =
〈ḣij ḣij〉

Gρc
=

∫
dk

k

dΩG(k)
d log(k)

GW energy 
density:
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WD binaries

Beyond GW of astrophysical origin, another mission of GW astronomy will be to 
search for  a stochastic background of gravitational waves of primordial origin 

(gravitational analog of the 2.7 K CMB)

Stochastic background:
isotropic, unpolarized, stationary

A huge range of 
frequencies

LIGO

BBN bound

MPlanckMTeVMQCD



Why should we be excited about mHZ freq.?

complementary to collider informations

f = f∗
a∗

a0

= f∗

(

gs0

gs∗

)1/3
T0

T∗

≈ 6 × 10
−3

mHz

( g∗
100

)1/6 T∗

100 GeV

f∗
H∗

LISA: Could be a new window 
on the Weak Scale

10
−4

− 10
−2 Hz

LISA band:
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A not so new subject...
Early 90’s, M. Turner & al studied the production of GW produced by 
bubble collisions. Not much attention since the LEP data excluded a 
1st order phase transition within the SM.

‘01-’02: Kosowsky et al. and Dolgov et al. computed the production of 
GW from turbulence. Application to the (N)MSSM where a 1st order 
phase transition is still plausible.

➾    Model-independent analysis for detectability of 
GW from 1st order phase transitions

➾   Apply to Randall-Sundrum phase transition 
Randall, Servant’06

Revival in 216:

Grojean, Servant ‘06

Kosowsky, Turner, Watkins’92
Kamionkowski, Kosowsky, Turner ’94

Kosowsky, Mack, Kahniashvili’02
Dolgov, Grasso, Nicolis’02
Caprini, Durrer ’06

➾    Revisit the Turner et al original calculation
Caprini, Durrer, Servant’07’

first suggestion:Witten’84

Huber, Konstandin’08’



key quantities controlling the GW spectrum

 β : (duration of the phase transition)-1

α : vacuum energy density/radiation energy density

set by the tunneling probability

 α and β : entirely determined by the effective
 scalar potential at high temperature

50 100 150 200 250 300
Φ

"5#106
"2.5#106

2.5#106
5#106

7.5#106
1#107
V!Φ,T$T_n"

anisotropic stress
Source of GW:

To evaluate the GWs emitted by turbulent motion in the primordial fluid and by a
magnetic field we need to determine the tensor-type anisotropic stresses of these sources.
They source the evolution equation for the GW perturbations,

ḧij + 2Hḣij + k2hij = 8πGa2T (TT )
ij (k, t) . (5)

In this section we consider in all generality a relativistic source, and we solve the wave
equation in two cases: a long lasting source (i.e. many Hubble times), and a short lasting
one (i.e. significantly less than one Hubble time). We introduce the transverse traceless
tensor part of the energy momentum tensor of the source as

T (TT )
ij (k, t) = (ρ + p)Π̃ij(k, t) so that 8πGa2T (TT )

ij (k, t) = 4H2Π̃ij(k, t) , (6)

where we denote the dimensionless energy momentum tensor with a tilde: Π̃ij(k, t) =
(PilPjm−1/2PijPlm)T̃lm(k, t). The projection tensor PilPjm−1/2PijPlm, with Pij = δij−k̂ik̂j,
projects onto the transverse traceless part of the stress tensor. Π̃ includes any time depen-
dence other than the basic radiation-like evolution. We assume that the source is active only
during the radiation-dominated era, where p = ρ/3. During adiabatic expansion g(Ta)3 =
constant so that

ρ(t) =
ρrad,0

a4(t)

(
g0

g(t)

)1/3

and a(t) ≈ H0 Ω1/2
rad,0

(
g0

g(t)

)1/6

t (7)

where g(t) is the number of relativistic degrees of freedom at time t.

2.1 Long-lasting source

Let us first concentrate on the more general case of a long lasting source. To solve Eq. (5)
we set H = 1/t, neglecting changes in the number of effective relativistic degrees of freedom.
In terms of the dimensionless variable x = kt Eq. (5) then becomes

h′′
ij + 2

h′
ij

x
+ hij =

4

x2
Π̃ij . (8)

We consider a source that is active from time tin to time tfin, which in the long lasting case
can span a period of many Hubble times. For t > tfin, we match the solution of the above
equation to the homogeneous solution, Π̃ij = 0. Assuming further that we are only interested
in modes well inside the horizon today, x # 1, the resulting GW energy power spectrum
becomes

|h′(k, x > xfin)|2 =
8

x2

∫ xfin

xin

dx1

x1

∫ xfin

xin

dx2

x2
cos(x2 − x1)Π̃(k, x1, x2) x # 1 , (9)

x1 = kt1, x2 = kt2, and Π̃(k, x1, x2) denotes the unequal time correlator of the source,

〈Π̃ij(k, t1)Π̃
∗
ij(q, t2)〉 = (2π)3δ(k− q)Π̃(k, kt1, kt2) . (10)

5

P ∝ eβt ∝ T 4

H4
e−S3/T ∼ 1

              
~ 140S3

T
and typically 

β

H
∼ O(102 − 103)

➜  



where T~ρkin~ρrad v2

ρGW ~ h2 /16πG
.

β2

H2
*ΩGW    = 

* ρtot2
ρkin2

κ2α2v4

β2

H2
*ΩGW   

*
 κ2  α2   v4∝ 3 parameters: 

α,β,v

Estimate of the GW energy density at the emission time

δGμν=8π GTμν  β2h~8πGT h~8πGT/β
.

 (α+1)2

 κ : fraction of vacuum 
energy transformed 

into bulk fluid motions



 Fraction of " c,tical energy density in GW today

where we used:

has to be big (≳          for LIGO/LISA

 and ≳                     for BBO)
10

−6

10
−12

− 10
−9
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Spectrum of gravitational waves produced at 
1r0 order phase transitions  



A phase transition at             GeV could 
be observed both at LIGO and BBO:

T ∼ 10
7



GW from phase transitions could entirely mask 
the GW signal expected from inflation: 



Gravitational Waves from  

Warped Extra-Dimensional Geometry

Randall-Servant ’07



Space-time is a slice of AdS5

ds2
= e−2kyηµνdxµdxν

− dy2

y = 0
y = πR

The effective 4D energy scale varies with position along 5th dimension

4D 
graviton

Planck 
brane

IR 
brane

M
2

Pl ∼

M3
5

k

 RS1 (has two branes)     versus   RS2 (only Planck brane)

[Randall, Sundrum ‘99]



Solution to the Planck/Weak scale hierarchy 
The Higgs (or any alternative EW breaking) is localized at 

y=πR, on the TeV (IR) brane

y = 0 y = πR

Planck 
brane

4D 
graviton

TeV 
brane

 EW

After canonical normalization of the Higgs:

kπR ∼ log(
MPl

TeV
)

Exponential hierarchy from O(10) hierarchy in the 5D theory

Radius stabilisation using bulk scalar (Goldberger-Wise mechanism)

veff = v0e
−kπR

parameter in the 5D lagrangian 

Warped hierarchies are radiatively stable as 
cutoff scales get warped down near the IR brane

One Fondamental scale : M5 ∼ MPl ∼ k ∼ Λ5/k ∼ r−1

kr =
4

π

k2

m2
ln

[

vh

vv

]

∼ 10



Particle physics model building in warped space

−2k    |y|

Higgs or

alternative

dynamics for

breaking

TeV

brane

Planck

brane

4d graviton

 Gauge fields and fermions in the bulk

y = 

−

ds   = dx  + r  dy

EW symmetry

2

Slice of AdS

 5

y = 0
rπ

2 22

L R
SU(2)           SU(2)             U(1)

5

π
e

favourite set-up:

✔ High scale unification

✔ hierarchy pb
✔ fermion masses

✔ FRW cosmology

Note:  No susy here
and many different realizations

light
fermions

heavy
fermions

[Grossman, Neubert ‘99]
[Gherghetta, Pomarol ‘00]

✔ Still active research on 
consistency with EW precision 

tests & little hierarchy pb

 MKK~few TeV      



RSI: A calculable model of technicolor 

The hierarchy problem is solved due to the compositeness of the Higgs

     Warped extra dim (RSI)
An almost CFT that very slowly 

runs but suddenly becomes 
strongly interacting at the TeV 
scale, spontaneously breaks the 

conformal invariance and confines, 
thus producing the Higgs

bound state resonances  KK modes localized on TeV brane

A gauge symmetry in the bulk A global symmetry of the CFT
[Agashe, Delgado, May, Sundrum ‘03]

[Csaki, Grojean, Pilo, Terning ‘03]SU(2)R will protect the rho parameter 

UV matter Fundamental particles 
coupled to the CFT
Composite particles 

of the CFT
IR matter

AdS/CFT dictionnary [Maldacena ‘97]
[Arkani-Hamed, Porrati, Randall ‘01]

[Rattazzi, Zaffaroni ‘01]
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[Randall-Servant, ’06]

leads to stochastic background of gravity waves observable by LISA

Cosmological phase 
transition associated with 

radion stabilisation 
(appearance of TeV brane)

strongly 1st order confining 
phase transition of SU(N) 

gauge theory (N>3)



Using a warped extra dimension as a tool to study strong dynamics

Higgs profile

➫

BulkUV
brane

IR
brane

SM fields live here

SM sector Composite sector

UV brane Bulk + IR brane

ds2 = e−2kydxµdxνηµν − dy2



The 5D field theory is weakly coupled (the 
strong dynamics is “solved” in 5D)

Advantages of the 5D theories :

Model Building is simple (especially 
in the fermionic sector)

strong
sector

G → G’⌇︴
	 
⌇︴

━━━━

W a
µ , Bµ

Ψ
Lint = AµJµ + Ψ̄O + h.c.

H

In the 4D description of the 5D models the SM 
fields are linearly coupled to the strong sector:



Yukawa hierarchy comes from the hierarchy of compositeness

Partial compositeness: Dual picture

zero mode mass eigen state is mixture of elementary and composite

Higgs is part of composite sector: it couples only to composite fermions

massless

SM sector
strong 
sector
EWSBelementary fermions: χ 

Higgs
heavy fermions: ψ 

vector resonances: ρ

linear mixing

massive

amount of compositeness in the light dof

|light >L= cos φ|χL > +sinφ|ψL >
|heavy >L= − sinφ|χL > +cos φ|ψL >

|heavy >R= |ψR >

−∆χLψR

tanφ =
∆
M∗



Randall-Sun3um phase transition

At high T: AdS-Schwarzchild BH solution with event horizon shielding the TeV brane

At low T: usual RS solution with stabilized radion and TeV brane

Assuming the universe started at T>> Tc, the PT has to take place if we 
want a  RS set-up at low T.

−2k    |y|

Higgs or

alternative

dynamics for

breaking

TeV

brane

Planck

brane

4d graviton

 Gauge fields and fermions in the bulk

y = 

−

ds   = dx  + r  dy

EW symmetry

2

Slice of AdS

 5

y = 0
rπ

2 22

L R
SU(2)           SU(2)             U(1)

5

π
e Creminelli-Nicolis-Rattazzi ’01 

Cosmology of the Randall-Sundrum model

Natural stabilisation 
of radius

à la Goldberger-
Wise :

kr =
4

π

k2

m2
ln

[

vh

vv

]

∼ 10

Start with a black brane, nucleate “gaps” in the horizon which then 
grow until they take over the entire horizon. 



but we can treat this as bubble nucleation in four dimensions 
 a five-dimensional set-up

Low energies: radion dominates potential

High energies:  holography

Need N large(M/k)3 ∼ N2/16π2

Completion of the phase transition



Goldberger-Wise mechanism

Veff =

∫ z1

z0

dz
√

g[−(∂φ)2 − m2φ2]

Λ5 = −24M
3
k

2L =

∫
dx4dz

√
−g[2M3R− Λ5]Start with the bulk 5d theory

and the orbifold extends from z=z0=L (Planck brane) to z=z1 (TeV brane)

ds2 = (kz)−2(ηµνdxµdxν + dz2)The metric for RS1 is  where                   is the AdS curvaturek = L
−1

z = k
−1

e
ky= e−2kyηµνdxµdxν

+ dy2

Which mechanism naturally selects z1  >> z0 ? simply a bulk scalar field φ can do the job:
∫

d4xdz
(√

g[−(∂φ)2 − m2φ2] + δ(z − z0)
√

g0L0(φ(z)) + δ(z − z1)
√

g1L1(φ(z))
)

φ = Az4+ε
+ Bz−ε

φ has a bulk profile satisfying the 5d Klein-Gordon equation

ε =
√

4 + m2L2
− 2 ≈ m2L2/4where

Plug this solution into 

VGW = z−4

1

[

(4 + 2ε)

(

v1 − v0

(

z0

z1

)

ε
)2

− εv2
1

]

+ O(z4
0/z8

1)

z1 ≈ z0

(

v0

v1

)1/ε
~ scale invariant fn modulated by a 
slow evolution through the z-ε term

= z
−4

1
P (z−ε)1

similar to Coleman-Weinberg mechanism
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Figure 2: Comparison of the thin and thick wall approximations (dotted lines) with the
exact solutions obtained by solving for the bounce numerically (solid lines).
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Figure 3: Top: comparison between thick wall, thin wall and exact solutions at fixed ε and
δT1; bottom left: exact results for different values of N . bottom right: Typical evolution of
the radion potential with temperature. The height of the barrier falls off as T goes down.
For T below Tc/2, it is a very good approximation to use the zero temperature potential to
compute the bounce.
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Randall-Servant’06

 typically strong first-order PT, large supercooling

near conformal dynamics -> Tn << μTeV , large α, small β/H
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    Gravitational Waves  from “3-brane” nucleation:

Signature in GW is generic,

i.e. does not depend whether Standard Model is in bulk or on TeV brane

but crucially depends on the radion properties

Randall-Servant’06



Conclusion

We might be learning something about the Higgs/radion 
by looking at the sky



Expected shape of the GW spectrum 

0.0001 0.001 0.01 0.1 1. 10.
f !Hz"10!18

10!16
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10!12

10!10

"GW h2 T#200 GeV, Α#1 , Β#H#50
LISA

BBO

~ f3

dΩG

d ln k
=

k3|ḣ|2

Gρc

hij(k, η) =
∫ η

ηin

dτG(τ, η)Πij(k, τ)

large scale part 
of the GW 
spectrum

white noise for the anisotropic stress -> k3 for the energy density

CAUSAL PROCESS: source is uncorrelated at scales larger than the peak scale



GW spectrum due to bubble collisions from 
numerical simulations: high frequency slope
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FIG. 3: Several spectra of gravitational radiation according to the old and new formulas. The

parameters are taken from ref. [8] and given in table I with α decreasing from top to bottom. In

the shaded region, the sensitivity of LISA and BBO is expected to drop considerably.

set α β/H T∗ / GeV

1 0.03 1000 130

2 0.05 300 110

3 0.07 100 85

4 0.1 60 80

5 0.15 40 75

6 0.2 30 70

TABLE I: Sets of parameters used in Fig. 3.

IV. CONCLUSIONS

We reexamined the spectrum of gravitational wave radiation generated by bubble col-

lisions during a first-order phase transition in the envelope approximation. Using refined

numerical simulations, our main finding is that the spectrum falls off only as f−1.0 at high

frequencies, considerably slower than appreciated in the literature. This behavior is most

probably related to the many small bubbles nucleated at a later stage of the phase tran-

sition [31]. This result is especially interesting in the light of recent investigations [7, 8]

that indicate that in the case of a first-order electroweak phase transition (obtained by a

Kosowsky et al, ’93 Huber-Konstandin,’08

derived from:

simulations with many 
bubbles and high accuracy 
too demanding in the 90ies

f-2  ➔     f-1

f-2 f-1

Kosowsky et al, ‘93



Expected shape of the GW spectrum from bubble collisionsGeneral form of the GW power spectrum

k3

low frequency 
tail : causality 
of the source

10
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!5 0.001 0.1 10 1000 10

5
10
!30
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!22
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!18
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!14
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K"

peak position : 

coherent source

decorrelating source

R ! vb/β

k∗ ! R−1

k∗ ! β high frequency 
tail : depends on 
both power 
spectrum and 
time correlation 

 if thin wall and 
coherent source

k−1

Caprini-Durrer-Konstandin-Servant’09 

Comparison between analytic results of Caprini-Durrer-Servant’07 and numerical 
simulations of Huber-Konstandin’08 discussed in Caprini-Durrer-Konstandin-Servant’09 

Note: Slope of high-frequency tail is different for GW from turbulence (see Caprini-Durrer-Servant’09)



ΩGW ∼ κ2(α, vb)
(

H

β

)2 (
α

α + 1

)2

  

Efficiency coefficient

bulk flow and 
hydrodynamics

Espinosa, TK, No, Servant 'xx

Bulk flow & hydrodynamics

-> all boils down to calculating the fluid velocity 
profile in the vicinity of the bubble wall

higgs vaccuum energy is converted into :

- heating
-bulk motion 
-kinetic energy of the higgs, 

fraction that goes 
into kinetic energy 

In general, c2
s depends on the EoS for the plasma, being c2

s = 1/3 in the bag case. In the
general case, c2

s will be ξ-dependent, although in many cases of interest deviations from 1/3
will be small.

Eq. (27) can then be solved (with the appropriate boundary conditions) to yield the
velocity profile v(ξ) of the plasma. Subsequently, eqs. (26) can be integrated to yield

w(ξ) = w0 exp

[

∫ v(ξ)

v0

(

1 +
1

c2
s

)

γ2 µ dv

]

. (29)

In the calculation of the gravitational radiation produced in the phase transition one
needs to compute the kinetic energy in the bulk motion of the plasma. We have now all
ingredients necessary to perform such calculation. The ratio of that bulk kinetic energy over
the vacuum energy gives the efficiency factor κ as

κ =
3

εξ3
w

∫

w(ξ)v2γ2 ξ2 dξ , (30)

where ξw is the velocity of the bubble wall. Notice that this definition coincides with the
expression used in the gravitational wave literature, that is given by κ = 3

εR3
w

∫

w v2γ2 R2dR,

but differs from the definition used in ref. [5] by a factor ξ3
w.

We also numerically check energy conservation: Integration of T00 over a region larger
than the bubble (including the shock front) is constant in time, giving

∫
[

(γ2 −
1

4
)w −

3

4
wN

]

ξ2dξ =
ε

3
ξ3
w, (31)

where wN denotes the enthalpy at nucleation temperature far in front of the wall. This
implies that the energy which is not transformed into kinetic bulk motion, but is used
instead to increase the thermal energy, is

1 − κ =
3

εξ3
w

∫

3

4
(w − wN)ξ2dξ =

3

εξ3
w

∫

(e − eN)ξ2dξ. (32)

3 Detonations, deflagrations and hybrids

We can now use the previous fluid equations to describe the different kinds of solutions for
the motion of the plasma disturbed by the moving phase transition wall. In the discussion
below, the sound velocity in the plasma plays a very relevant role. This velocity will in general
depend on ξ and it is convenient to distinguish its asymptotic values in the symmetric and
broken phases. We denote those two velocities by c±s . In many cases, we expect the bag EoS
to hold in the symmetric phase and therefore c+

s = 1/
√

3.
Before embarking in the discussion of the different types of velocity profiles, it proves use-

ful to study first in more detail the profile eq. (27) without worrying about physical boundary
conditions. The different curves in Fig. 2 are obtained by solving for ξ as a function of v
[instead of the more physically meaningful v(ξ), the plasma velocity profile] using arbitrary
boundary conditions and setting cs = 1/

√
3. This procedure has the advantage that ξ(v) is

8

fluid velocity

wall velocity

fraction κ of vacuum energy density ε 
converted into kinetic energy

α =
ε

ρrad

β

H
=

1
T

dS

dT



3.1 Detonations

A pictorial representation of a typical detonation is depicted in Fig. 3, right plot. The
corresponding velocity profile is as in Fig. 4, lower left plot. More precisely, in detonations
the phase transition wall moves at supersonic speed ξw (ξw > c+

s ) hitting fluid that is at rest
in front of the wall. In the wall frame, the symmetric-phase fluid is moving into the wall at
v+ = ξw and entering the broken phase behind the wall where it slows down so that v− < v+.
In the rest frame of the bubble center, the fluid velocity right after the wall passes jumps to
v(ξw) = µ(v+, v−) (the Lorentz transformation (28) from the frame of the wall to the rest
frame of the center of the bubble) and then slows down until it comes to a stop, at some
ξ < ξw, forming a rarefaction wave behind the wall. From the previous discussion we know
that v will go to zero smoothly at ξ = c−s .

deflagration

!
w

 < c
s

!
w

 > c
s

!
w

 > c
s

hybrid detonation

Figure 3: Pictorial representation of expanding bubbles of different types. The black circle is the
phase interface (bubble wall). In green we show the region of non-zero fluid velocity.

In order to obtain a consistent solution in the region c−s < ξ < ξw, one needs 0 < ∂ξv < ∞
which, using eq. (27), requires µ(ξ) > µ(ξw) ≥ c−s behind the wall. Consequently, detonation
solutions are confined to the lower right corner of fig. 2, as indicated. Boosting to the wall
frame this implies v− ≥ c−s , since v− = µ(ξw, v(ξw)). Therefore, detonations can be divided
into Jouguet detonations (v− = c−s ) and weak detonations (v− > c−s ); strong detonations
(v− < c−s ) are not consistent solutions of the fluid equations, see fig. 1.2

Fig. 4 shows also the enthalpy profile (bottom right) for a detonation. Concerning this
profile, remember that the matching conditions across the wall give

wN = w+ = w−

(

1 − ξ2
w

ξw

) (

v−
1 − v2

−

)

, (34)

where the subscript N denotes the plasma at the temperature of nucleation far in front of

2As c−
s

can be different from 1/
√

3 in the most general case, the forbidden region v
−

< c−
s

, shaded in
Fig. 1, will be shifted in those cases.
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3.1 Detonations

A pictorial representation of a typical detonation is depicted in Fig. 3, right plot. The
corresponding velocity profile is as in Fig. 4, lower left plot. More precisely, in detonations
the phase transition wall moves at supersonic speed ξw (ξw > c+

s ) hitting fluid that is at rest
in front of the wall. In the wall frame, the symmetric-phase fluid is moving into the wall at
v+ = ξw and entering the broken phase behind the wall where it slows down so that v− < v+.
In the rest frame of the bubble center, the fluid velocity right after the wall passes jumps to
v(ξw) = µ(v+, v−) (the Lorentz transformation (28) from the frame of the wall to the rest
frame of the center of the bubble) and then slows down until it comes to a stop, at some
ξ < ξw, forming a rarefaction wave behind the wall. From the previous discussion we know
that v will go to zero smoothly at ξ = c−s .
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Figure 3: Pictorial representation of expanding bubbles of different types. The black circle is the
phase interface (bubble wall). In green we show the region of non-zero fluid velocity.

In order to obtain a consistent solution in the region c−s < ξ < ξw, one needs 0 < ∂ξv < ∞
which, using eq. (27), requires µ(ξ) > µ(ξw) ≥ c−s behind the wall. Consequently, detonation
solutions are confined to the lower right corner of fig. 2, as indicated. Boosting to the wall
frame this implies v− ≥ c−s , since v− = µ(ξw, v(ξw)). Therefore, detonations can be divided
into Jouguet detonations (v− = c−s ) and weak detonations (v− > c−s ); strong detonations
(v− < c−s ) are not consistent solutions of the fluid equations, see fig. 1.2

Fig. 4 shows also the enthalpy profile (bottom right) for a detonation. Concerning this
profile, remember that the matching conditions across the wall give

wN = w+ = w−

(

1 − ξ2
w

ξw

) (

v−
1 − v2

−

)

, (34)

where the subscript N denotes the plasma at the temperature of nucleation far in front of

2As c−
s

can be different from 1/
√

3 in the most general case, the forbidden region v
−

< c−
s

, shaded in
Fig. 1, will be shifted in those cases.
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Figure 4: Examples of the fluid velocity (in the plasma rest frame), enthalpy and entropy profiles
for a subsonic deflagration, a deflagration with rarefaction wave (hybrid) and a detonation, for
a−/a+ = 0.85. The bubble of broken phase is in gray. For detonations, the fluid kinetic energy
and thermal energy are concentrated near the wall but behind it i.e. inside the bubble, while they
are located outside (mostly outside) of the bubble for deflagrations (hybrids).

the wall. Then, eq. (29) transforms into

w(ξ) = wN

(

ξw

1 − ξ2
w

)(

1 − v2
−

v−

)

exp

[

−
∫ v(ξw)

v(ξ)

(

1 +
1

c2
s

)

γ2 µ dv

]

. (35)
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Depending on the boundary conditions at the bubble front, there are three possible solutions:
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Figure 8: The efficiency coefficient κ as a function of the wall velocity ξw for fixed αN . The
dashed and dashed-dotted lines mark the transitions from deflagrations to hybrids and further to
detonations. The dashed-dotted line corresponds to Jouguet detonations (the only case used in
the literature, although with a missing 1/ξ3

w factor). Analytical fits for κ(αN , ξw) are provided in
Appendix A.

velocity ξw and the parameter α+ (or αN) the velocity profile is determined and κ can be
calculated using eq. (30) independently from further assumptions on friction and microscopic
physics in the plasma close to the wall (which are relevant to fix ξw).

The results are shown in Fig. 8 which gives κ as a function of the wall velocity for
several values of the vacuum energy αN . Note also that for large values of αN , small wall
velocities are impossible, see Fig. 7 and the discussion about deflagrations in Sec. 3. The
efficiency increases with αN and is maximal for the hybrid solutions. Nevertheless, according
to numerical simulations, the detonation solutions are the only supersonic modes that are
globally stable for small values of αN and realistically the maximal efficiency corresponds
to the Jouguet case in this regime. The gravity wave literature focused on the Jouguet
detonations (dashed-dotted line) and hence overestimated the efficiency κ. However, we
stress that this effect is mostly compensated by the missing factor ξ3

w in the formula of κ(α)
we mentioned before. In appendix A, we give fits to the efficiency κ shown in Fig. 8 as a
function of the parameters αN and ξw.

Finally, it is interesting to estimate the thickness of the plasma shell near the bubble
wall where the kinetic energy in the plasma is concentrated (as this is relevant for GW
production). In Fig. 9 we give the thickness ∆ξ of a shell around the transition wall such
that it contains a given fraction of the kinetic energy, ∆κ/κ, as indicated. For each type
of bubble we choose the shell so as to maximize that fraction. That is, for detonations the
shell is (ξw, ξw − ∆ξw); for deflagrations (ξw − ∆ξw, ξw) and in-between for hybrids. The
dots in each line mark the boundaries between different regimes (deflagrations, hybrids and
detonations, in order of increasing wall velocity). We see that, especially for hybrid solutions,

16

In general, c2
s depends on the EoS for the plasma, being c2

s = 1/3 in the bag case. In the
general case, c2

s will be ξ-dependent, although in many cases of interest deviations from 1/3
will be small.

Eq. (27) can then be solved (with the appropriate boundary conditions) to yield the
velocity profile v(ξ) of the plasma. Subsequently, eqs. (26) can be integrated to yield

w(ξ) = w0 exp

[

∫ v(ξ)

v0

(

1 +
1

c2
s

)

γ2 µ dv

]

. (29)

In the calculation of the gravitational radiation produced in the phase transition one
needs to compute the kinetic energy in the bulk motion of the plasma. We have now all
ingredients necessary to perform such calculation. The ratio of that bulk kinetic energy over
the vacuum energy gives the efficiency factor κ as

κ =
3

εξ3
w

∫

w(ξ)v2γ2 ξ2 dξ , (30)

where ξw is the velocity of the bubble wall. Notice that this definition coincides with the
expression used in the gravitational wave literature, that is given by κ = 3

εR3
w

∫

w v2γ2 R2dR,

but differs from the definition used in ref. [5] by a factor ξ3
w.

We also numerically check energy conservation: Integration of T00 over a region larger
than the bubble (including the shock front) is constant in time, giving

∫
[

(γ2 −
1

4
)w −

3

4
wN

]

ξ2dξ =
ε

3
ξ3
w, (31)

where wN denotes the enthalpy at nucleation temperature far in front of the wall. This
implies that the energy which is not transformed into kinetic bulk motion, but is used
instead to increase the thermal energy, is

1 − κ =
3

εξ3
w

∫

3

4
(w − wN)ξ2dξ =

3

εξ3
w

∫

(e − eN)ξ2dξ. (32)

3 Detonations, deflagrations and hybrids

We can now use the previous fluid equations to describe the different kinds of solutions for
the motion of the plasma disturbed by the moving phase transition wall. In the discussion
below, the sound velocity in the plasma plays a very relevant role. This velocity will in general
depend on ξ and it is convenient to distinguish its asymptotic values in the symmetric and
broken phases. We denote those two velocities by c±s . In many cases, we expect the bag EoS
to hold in the symmetric phase and therefore c+

s = 1/
√

3.
Before embarking in the discussion of the different types of velocity profiles, it proves use-

ful to study first in more detail the profile eq. (27) without worrying about physical boundary
conditions. The different curves in Fig. 2 are obtained by solving for ξ as a function of v
[instead of the more physically meaningful v(ξ), the plasma velocity profile] using arbitrary
boundary conditions and setting cs = 1/

√
3. This procedure has the advantage that ξ(v) is

8

Efficiency can be quite different than from the 
Jouguet detonations which were usually assumed

 Jouguet detonations

Espinosa, Konstandin, No, Servant’10

fraction κ of vacuum energy density ε 
converted into kinetic energy

(wall velocity)

=wall velocityξw

v:fluid velocity

ξ =r/t where r is distance 
from the bubble center and 

t is time since nucleation

ω=enthalpy



The velocity of the bubble wall can be determined by solving:

friction 
coefficient

!φ +
∂F
∂φ

− TN η̃ uµ∂µφ = 0

driving force. There is however a resistance to this expansion from the surrounding plasma,
which exerts a friction force that grows with the velocity of the moving wall. Eventually, an
equilibrium between these two forces is reached after a short time of expansion and, since
then on, the bubble wall keeps expanding in a steady state at a constant terminal velocity.
As explained in the last sections, hydrodynamics alone cannot be used to determine this
terminal wall velocity and one has to analyze the mechanism of entropy production and
friction in the wall.

5.1 EoM for the Higgs field and the friction parameter η

We take into account entropy production and friction through the equation of motion of the
Higgs field

!φ +
∂V0

∂φ
+

∑

i

dm2
i

dφ

∫

d3p

(2π)32Ei
fi(p) = 0 . (43)

By decomposing
fi(p) = f eq

i (p) + δfi(p) , (44)

where f eq
i = 1/[exp (Ei/T ) ∓ 1] is the equilibrium distribution function of particle species

i with E2
i = p2 + m2

i , eq. (43) takes the simple form (see also ref. [16] and more recently
ref. [26])

!φ +
∂F
∂φ

−K(φ) = 0 , (45)

where the second term gives the force driving the wall and K(φ) stands for the friction term

K(φ) = −
∑

i

dm2
i

dφ

∫

d3p

(2π)32Ei
δfi(p) . (46)

Friction is therefore due to deviations of particle distributions from equilibrium. In prin-
ciple, calculation of K(φ) requires solving a coupled system involving Boltzmann equations
for particle species with a large coupling to the Higgs field. This intricate calculation has
been performed in the Standard Model [15] and in the MSSM [20] and under the assumption
that the deviation from thermal equilibrium is small, i.e. δfi(p) # fi(p), which is only true
for weakly first-order phase transitions.

In this paper, we want to follow a more phenomenological and model-independent ap-
proach. In refs. [16, 26] a particularly simple choice for K(φ) was used:

K(φ) = TN η̃ uµ∂µφ , (47)

(where TN is inserted just to make η̃ dimensionless). This Lorentz invariant choice is mo-
tivated by similar approaches in the inflationary context but, as we will see in the next
section, it does not lead to the correct behavior for highly relativistic bubble wall velocities:
this friction force could increase without bounds, due to the γ factor appearing through
uµ∂µφ, but we know from ref. [27] that at large wall velocities the friction term approaches
a constant (see next section).

Friction comes from out-of-equilibrium effects and the assumption that it depends lo-
cally only on the plasma four-vector uµ and a Lorentz scalar η is too simplistic. In our
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phenomenological approach we ensure that the friction force grows with v and not γv. Such
behavior could arise from a friction term in the Higgs equation of motion of the form

K(φ) = TN η̃
uµ∂µφ

√

1 + (λµuµ)2
, (48)

where the Higgs background is parametrized by a four-vector λµ [such that φ(λµxµ) and λµ

is (0, 0, 0, 1) in the wall frame]. One can show that the entropy production from such a term
is always positive, as it should be.

Assuming then that in the steady state the bubble is large enough so that we can use
the planar limit, using (48) in eq. (45) we get, in the wall frame,

∂2
zφ −

∂F
∂φ

= −TN η̃v∂zφ , (49)

where z is the direction of the wall velocity. Note that the right-hand side would be multiplied
by γ if we use (47) instead of (48). If we multiply this differential equation by ∂zφ on both
sides and integrate across the wall, we get

∫

dz ∂zφ
∂F
∂φ

= TN η̃

∫

dz v (∂zφ)2 . (50)

The integration of the force term could be simply performed if the free energy F did not have
an implicit dependence on z via the change in the temperature, T (z), with T (±∞) = T±.
Using dF/dz = (∂F/∂φ)∂zφ+(∂F/∂T )∂zT , one can rewrite the driving force of the bubble
expansion as:

Fdr ≡
∫

dz ∂zφ
∂F
∂φ

= F|+
−
−

∫

dz ∂zT
∂F
∂T

, (51)

and, using ε± and a(z) as defined in eqs. (16) and (17), one gets, without making assumptions
on the plasma equation of state:

Fdr = ε+ − ε− −
1

3

∫

da T 4 . (52)

By making further use of the definition of a(z) and assuming that the distribution functions
for particle species are the equilibrium ones one can rewrite eq. (52) as

Fdr = ∆V0 +
∑

i

|Ni|
∫

dz
dm2

i

dz

∫

d3p

(2π)3

f eq
i

2Ei
, (53)

where ∆V0 is the T = 0 part of ε+ − ε−, that is, the difference in (T = 0) potential energy
between the symmetric and broken minima (ε, for the bag equation of state). This expression
for the driving force will be useful in sect. 6.

Notice that this force does not coincide with the latent heat Λ, given by

Λ ≡ e+ − e− =
(

ε + a T 4
)
∣

∣

+

−
. (54)

nor with the free energy (pressure) difference

∆F ≡ p− − p+ =
(

ε −
a

3
T 4

)
∣

∣

∣

+

−

. (55)
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our parameter η can be written as

η ∼
η̂

10 a+

1

TN lw

(

φN

TN

)4

(66)

The coefficient η̂ was determined in the SM [15] (η̂ ≈ 3) and in the MSSM [20] (η̂ ! 100 with
a sizable dependence on tanβ). A particularly interesting case is given by the parameter
region of the MSSM that allows for viable electroweak baryogenesis. The bound on sphaleron
wash-out implies φN/TN " 1 and using TN lw ≈ 10, η̂ ≈ 100 one finds η ≈ 1/30. Due to a
small difference in free energies, this leads to subsonic wall velocities 〈v〉 = 0.05 ÷ 0.1 [20]
as required for the diffusion of CP-violating particle densities into the symmetric phase in
front of the wall. This corresponds to a very weak phase transition with a value of αN just
slightly above its lower bound (that depends on a−/a+). Note that for models with a similar
particle content the friction η is not expected to change much, while the strength of the
phase transition can increase significantly. This is for example the case in singlet extensions
of the SM and MSSM which can easily lead to detonations or runaway solutions.

In this section we have assumed that the bubble wall reaches at some (not too late) stage
of the expansion a constant velocity. In this case the fraction of energy transformed into
kinetic energy of the Higgs field becomes negligible, since it only scales with the surface of
the bubble, while the similarity solutions of bulk motion scale with the volume. This can
change in cases in which the wall keeps accelerating without reaching a terminal velocity, as
discussed in the next section.

6 Runaway walls

It was recently argued [27] that the friction exerted on the Higgs wall by the plasma might
be too small and the wall might continuously accelerate. In this case a constant fraction of
the free vacuum energy is transformed into kinetic and gradient energies of the wall. In this
section we analyze the energy balance and the efficiency coefficient in this situation.

Let us first quickly present the main result of [27] that is based on the analysis of refs. [29–
31]. The passing phase-transition wall disturbs the distribution functions of particles in the
plasma. As discussed in the previous section, if we knew such non-equilibrium distributions,
fi(p, z), for each particle species, we could write, for the total force acting on the wall per
unit area and including friction:

Ftot = Fdr − Ffr = ∆V0 +
∑

i

|Ni|
∫

dz
dm2

i

dz

∫

d3p

(2π)3

fi

2Ei
. (67)

This has the same form as eq. (53) for the driving force Fdr but with the replacement f eq
i → fi.

Now, the ultra-relativistic case is particularly simple: to leading order in 1/γw, the wall
induces a sudden change in particle masses, m2

i,+ → m2
i,−, but leaves particle distribution

functions as they were in the symmetric phase fi = f eq
i,+ (which are not the equilibrium ones

in the broken phase). This allows the z-integral in (67) to be performed and one obtains

Ftot = ∆V0 −
∑

i

|Ni|∆m2
i

∫

d3p

(2π)3

f eq
i,+

2Ei,+
, (68)
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driving force:

Ftot > 0 : runaway

the wall velocity grows until the friction force equilibrates and a steady state is reached

[Bodecker-Moore ’09]
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Figure 11: A sketch of the friction force as a function of the wall velocity showing the saturation
at 〈v〉 → 1. The behavior for intermediate velocities is largely unknown. The arrows indicate two
possible values for the driving force that would lead to steady or runaway bubble expansion, as
indicated.

where the diamond operator is defined as

$ =
←−
∂ x

−→
∂ p −

←−
∂ p

−→
∂ x. (75)

In the semi-classical limit, the operator ei!/2 can be expanded in gradients and the real/imaginary
parts of the equations become, at first order,

(p2 − m2
i )G

<
i = 0, (76)

(p2 − m2
i ) $ G<

i = 0. (77)

The gradient expansion is justified in the present case because in the wall frame the particles
have momenta of order γT , which is large compared to the inverse wall thickness. Using the
ansatz

G<
i = 4π δ(p2 − m2

i )fi(x
µ, pµ) , (78)

this yields for the particle distribution function the equation
[

p · ∂x +
1

2
(∂ζm

2
i )λ · ∂p

]

fi(x
µ, pµ) = 0. (79)

We introduced again a four-vector λµ to parametrize the motion of the wall [that is, λµ =
(0, 0, 0, 1) in the frame moving with the wall] and ζ ≡ λ ·x. Notice that the first term in (79)
is the flow term of a Boltzmann equation while the second term represents the force from
the wall acting on the plasma. In front of the wall the distribution function is given by the
equilibrium one. E.g., for a bosonic degree of freedom

f eq
i,+ =

θ(p0)

exp[β(u · p)] − 1
, (80)
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the friction force saturates at a finite value for v->1

contribution to the pressure is similar in both phases. Particles that are heavy in both
phases do not contribute much to either pressure difference or free energy. Hence, mostly
the particles that become heavy during the phase transition produce a pressure difference
along the wall. Using this, one obtains for an accelerated wall the criterion

∆Tzz =
T 2

N

24

∑

light→heavy

ci |Ni|m2
i =

T 2
N

24
〈φ〉2

∑

light→heavy

ci |Ni| y2
i < ε , (88)

with ci = 1 (1/2) for bosons (fermions), |Ni| are the corresponding numbers of degrees
of freedom, yi are the coupling strengths to the Higgs boson and 〈φ〉 the Higgs vacuum
expectation value in the broken phase. Using the relation ε = αN(aNT 4

N) we get that a
runaway wall is in principle possible for

αN > α∞ ≡
30

π2

(

〈φ〉
TN

)2
∑

light→heavy ci |Ni| y2
i

∑

light c
′
i |Ni|

, (89)

with c′i = 1 (7/8) for bosons (fermions). This equation serves as the definition of α∞. In
extensions of the SM, eventually more particles contribute to the pressure difference, but
typically not many new light particles are in thermal equilibrium. One hence can deduce
that for

αN > 1.5 × 10−2

(

〈φ〉
TN

)2

, (90)

runaway walls are possible depending on the details of the model. It is interesting to note
that models which lead to sizable gravitational wave production typically satisfy the runaway
condition and this should be taken into account when calculating the GW signal.

Next, we make contact with the case of a constant wall velocity, discussed in the last
section.

7 Energy budget of first-order phase transitions

The analysis in the last section assumed that the system was time-independent in the wall
frame, which leads to the fact that the Higgs field only contributes a pressure component
from the vacuum energy to the energy momentum tensor

T φ
zz |

+
−

= −ε , T φ
0z |

+
−

= 0 . (91)

In a static system these contributions have to be compensated by the plasma and this requires

T plasma
zz |+

−
= ε , T plasma

0z |+
−

= 0 . (92)

Such relations lead to the matching conditions (9) used as boundary conditions in the hydro-
dynamic analysis of the plasma. In the case of a highly relativistic plasma, these boundary
conditions can be derived explicitly from the particle distribution functions. Following the
same calculation as in the previous section, for T plasma

0z one finds

T plasma
zz |+

−
= ∆Tzz, T plasma

0z |+
−

= 0, (93)
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Runaway regime

runaway criterium

For strong 1st order PT, the wall keeps accelerating



0.01 0.1 1 10
 !

0.1

1

10

 "
N

#  (detonations)

runaway

no detonations

0.2

0.3

0.5

0.4

0.70.9

0.8

0.7

0.6

0.5

0.4

0.3
0.2

0.6

0.8

0.01 0.1 1 10
 !

0.1

1

10

 "
N

$
w

 (detonations)

runaway

no detonations

0.75

0.8

0.9

0.85

0.95

0.01 0.1 1 10
 !

0.1

1

10

 "
N

#  (deflagrations)

0.003

0.3
0.4

0.5

0.6

0.7

0.8

0.01

0.03

0.1
0.2

n
o
 s

o
lu

ti
o
n
s

no deflagrations

0.01 0.1 1 10
 !

0.1

1

10

 "
N

$
w

  (deflagrations)

0.003

0.3

0.4

c
s

0.01

0.03

0.10.2

0.5

n
o
 s

o
lu

ti
o
n
s

0.7

0.8

0.9

no deflagrations

0.6

0.95

Figure 10: Contour plots of κ and ξw as functions of η and αN (for a−/a+ = 0.85). The blue lines
mark the transition to regions without solutions. The green lines mark the boundaries between
stationary and runaway solutions. The red lines mark the transition from subsonic to supersonic
deflagrations (hybrids). We superimposed the detonation region in the lower plots as a gray band.

plasma velocity, which in general is a very good approximation. For η̃ fixed, the boundary
conditions (say at z = −∞) for T (z) and v(z) cannot be chosen freely: e.g. if one fixes
T (+∞) = T+ (in general different from TN) only one particular v(+∞) = v+ is selected
and then all profiles φ(z), T (z), v(z) can be determined. Detonation solutions will have
v(+∞) = v+ = ξw > v(−∞) = v− and one should choose T (+∞) = TN . Deflagrations
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Energy budget of the phase transition
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Figure 12: The energy budget for η = 0.2 and η = 1.0. The different contributions (from top
to bottom) are thermal energy, bulk fluid motion and energy in the Higgs field. The last two
components can potentially produce anisotropic stress in the plasma and subsequently gravity
waves.

Hence, in the runaway case, with αN > α∞ the solutions for the fluid motion are identical
to the ones with αN = α∞, according to the distribution functions determined close to the
wall. At the same time the Higgs field cannot be time-independent anymore and energy
momentum conservation implies that the remaining energy is used to accelerate the wall.

We observed in section 4 that, in the limit of large wall velocities, the efficiency factor
does not depend on the wall velocity but is given by (42). This means that, in the runaway
case,

κ∞ !
α∞

0.73 + 0.083
√

α∞ + α∞

(runaway). (94)

In summary, in the runaway regime and for given αN , a portion α∞ of the initial αN produces
bulk motion with efficiency κ∞, as given by eq. (94), while the remaining portion, αN −α∞,
is transformed directly into kinetic/gradient energy of the Higgs field with efficiency κ =
1. These two components can potentially produce anisotropic stress in the plasma and
subsequently gravity waves while the thermal energy in the plasma can not. Figure 12
shows the energy budget of the phase transition for two choices of the friction coefficient η
as a function of αN in different regimes of bubble expansion.

8 Summary

The bubble wall velocity ξw in first-order phase transitions is a key quantity entering the
calculation of the baryon asymmetry in electroweak baryogenesis and its derivation has been
discussed extensively in the literature. However, it has been treated in detail only in specific
models (corresponding to weak first-order phase transitions) and a general account of the
problem was lacking. In this work, we attempted to gather all the important information
in a self-consistent manner and in a model-independent approach. We presented a unified
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Summary

Discussion applies trivially to any other 1st order phase transition (only shift 
peak frequency, amplitude and shape of signal do not depend on the absolute 

energy scale of the transition)

The nature of the EW phase transition is unknown & it will take time before we 
can determine whether  EW symmetry breaking is purely SM-like or there are 
large deviations in the Higgs sector which could have led to a first-order PT 

It is an interesting prospect that some TeV scale physics could potentially be 
probed by LISA  
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Figure 16: Sensitivities of LISA, AGIS, BBO and Advanced LIGO (orange) compared with two
GW spectra (black) generated by MHD turbulence from a phase transition at respectively T∗ = 100
GeV with β/H∗ = 100, and T∗ = 5.106 GeV with β/H∗ = 50; ΩS∗/Ωrad∗ = 2/9, vb = 0.87, γ = 2/7,
and xc = 1. The Advanced LIGO sensitivity is optimized by making use of correlations between
two ground-based detectors [69].

A Analytical expressions for Section 2.3

Here we give the full expression for Eqs. (19) and (22).
• Incoherent constant source

F (tin, tfin, ∆t) =






(
g0

gfin

) 1
3 8

[
1− tfin

∆t log
(

tfin
tfin−∆t/2

)
− tin

∆t log
( tin+∆t/2

tin

)]

"
(

g0

gfin

) 1
3 ∆t

tin
long-lasting,

(
g0

g∗

) 1
3 (2π)2

3

(
∆t
tin

)2
short-lasting.

(97)
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The next 10 years: an exciting era for particle physics

As the LHC will unveil the mysteries of the electroweak symmetry breaking, 
it could also have far-reaching implications for cosmology, such as the nature of the 

Dark Matter or the origin of the matter- antimatter asymmetry of the Universe. 

To conclude

The LHC program has a strong overlap with astrophysics 
and getting a complete understanding of the matter/energy budget requires to 

complement LHC results with data from particle astrophysics experiments such as 
neutrino telescopes, gamma ray telescopes, antimatter searches, cosmic microwave 

background missions, galaxy surveys or gravity wave interferometers. 



Cosmic connections of  electroweak symmetry breaking:
A multi-form and  integrated approach
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Besides: 

a strong link between 
cosmic ray and accelerator physics



LHC forward  (LHCf) experiment

 Measurements at LHCf will give an important clue to judging the 
validity of nuclear interaction models used in Monte Carlo 

simulations of air showers induced by ultra-high energy cosmic-rays, 
and thus give a milestone for understanding cosmic ray phenomena 

up to the GZK region

by studying the energy distribution of particles (neutral pions, gammas and neutrons) 
emitted in the very forward region in proton-proton interactions at an equivalent 

energy of 1017 eV in the laboratory frame. 

smallest one of the six official LHC experiments

 Run is over! (ended on july 23rd!) Low luminosity needed

Goal: understand the development of atmospheric showers induced by very high energy 
cosmic rays hitting the Earth atmosphere.



NA61

NA61 results will measure properties of interactions needed for a reconstruction of 
the AUGER events and will therefore improve resolution of the cosmic-ray 
experiments needed to establish elemental composition at high energies...

 simulations are based on extrapolations of hadronic interaction properties to 
phase space regions presently no covered by particle physics experiments.

NA61/SHINE is a fixed-target experiment to study hadron production in hadron- 
nucleus and nucleus-nucleus collisions at the CERN Super Proton Synchrotron. 
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in the title (from spires) versus time
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A blooming field

As a last slide:

Abundance of experimental activity 
related to dark matter searches

still much activity in model building

many viable alternatives to LSPs
LKPs, LZPs, LTPs, IDM ...

with a large variety of signatures
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